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Introduction Method Experiments
» While great progress has been made in lifelong learning, it is still » We design SCALE around three components which function » We experiment on five types of iid and class_,-lncremental streams
challenging to deploy the existing algorithms in the wild to learn collaboratively to maximize the performance sampled from CIFAR-10, CIFAR-100 and TinylmageNet
over time in a real-world application, e.g., self-driving vehicles . Pseudo-supervised contrastive loss » Key baselines: STAM [[UCAI 2021], CaSSLe [CVPR 2022], LUMP
» Existing works rely on prior knowledge to produce good results  Self-supervised forgetting loss [ICLR 2021]
Table 1. Comparison of previous work and SCALE (this paper) on assumed prior knowledge. * Online memory update for uniform subset selection » SCALE outperforms the best state-of-the-art algorithm on all SettingS
" " o) o) o
— Singlspess Noiiid Nowiklibeli Noicliselabels with improvements of up to 6..43 Yo, 9.23%, 5.866% KNN accuracy on
VASE [2], CURL [61], L-VAEGAN [77] X v e Z [ | oss function E — Econt i ) Eforget. \ C|FAR-10, CIFAR-100 and TlnylmageNet
Heetal. [31], CCSL [‘3‘5""_]’CaSSLe [‘71_]_’_ LUMP [49] v v . v ' Self-supervised forgetting loss B SinCLR | PNN ®ESE SI EES DER EEEE STAM CaSSLe  WEEE LUMP SCALE
nezA e an Bl SR ) ¢ 4 4 5 aims to preserve the knowledge of __ N 5 - [ = ”
DRSHLI SCAL (s pape) d d g v pairwise similarity, and mitigate Sl [ " ) = ™ il > 0 I
» We aim at CIOSing the gap towards real-world |ife|0ng Iearning Pseudo-supervised contrastive loss aims to forgetting ;) :U 2 ';)) ________ j: . —:2 :):, [,_ -3
T enhance similarity between positive pairs over 2(m+n) 2(m+n) 1 5 . l " (N d N 3 LA P
Problem Definition negative pairs coet = 5™ 5™ _plog B | T N L Rl - Rl Y ‘.l Nl - ARGAE - Rk
» Online unsupervised Iifelong Iearning without prior kﬂOWledge _1 exp(Z; - 7, /7) i=1  j=1,j#i pp e (k) TinyImageNet iid 1)) TinyImageNet seq  (m) TinyImageNet seq-bl (n) TinyImageNet seq-im (o) TinyImageNet seq-cc
.s . cont 2 ¥
* Non-iid and single-pass data streams L Z Z log 2(m ) - : bast. e i e i e A
JET:  2ak=1,ksi ©XP(Zi - Z1/T) pii,P;; - pairwise similarity - BN S DER — —
* No task or class labels J'Fij f » SCALE enjoys NI aSSLe A
» No prior knowledge, e.g., task/class shift boundaries Pseudo-positive set, defined as among feature representations, gradually increasing  ¢s0{ ¢ 20-
- - : samples in the near-by neighborhood:  Similarit on the current batch, using current KNN = | &= ——
» We consider four different types of class-incremental streams - thresholé’ model and the frozen model from | accuracy aswe ¢ | z
inspired from real-world applications T, ={je{l,..,2n}|j #1i,pi; the previous batch introduce new E il | 2w
: ’ classes, while most  ~ | —
wone Sl N Bl 50 F  <SNET ‘ : L 012345678 910 012345678 910
“ L o g 2 b P . baselines are Training Steps (10%) Training Steps (109)
subject to forgetting CIFAR-10 CIFAR-100
Sequential w/ Sequential w/ o _
IID blurred boundaries concutrent classes update is critical for Table 3. Average final kNN accuracy on the imbalanced sequen-
000 00 000 D00 D00 TR A0 T I M the overall _ tial streams using different memory update policies in SCALE.
Sequential w/ : : performance, aiming > In ablat|0n StUdy, we .
Sequential b alince clasees Flve.types of potential for keeping a - | found that uniform online Memory update | CIFAR-10 | CIFAR-100 | TinyImageNet
1 s T = Input streams l. . .. . w/ label 3241 21.21 27.73
balanced subset of s Model Pseudo-positive set memory update is
— - torical samoles Memory B 5 ) o ortant § st random 29.80 20.10 23.67
. o~ Tain : —~~ ples. g ¢ \ important for contrastive- KMeans 4150 2 15 2007
Training and : A Latent " Updated ) - S e based learning methods MinRed [58] 23.66 19.75 25.13
: Training batch Model featy model . We employ the Part | like SCALE :
evaluation t = o =p> fea tres 90 e Training and Select . ./. \W’ PSA (this paper) 32.21 23.16 31.33
protocol X, €D R Z _Jutl Algorithm (PSA) [1] SimCLR SupCon SCALE | M < ~
tor uniform online o © O _® o e © O Our code is available at: https://github.com/Orienfish/SCALE E
i 4 ) (or scan the QR code)
Bt ] Testing sample [ Frozen Latent - subset selection. . w Ref
. (x,y) € £ =>| model |=p> foature =p> Classifier | | gyaluation " Augmented o Same-label & Diff-label POSl.tIVC ererences
Evaluation dataset 0 Z 9 sample sample sample pairs [1] Salomon, Shaul, et al. "PSA-A New Scalable Space Partition Based Selection
ACC or kNN Algorithm for MOEAs." EVOLVE. 2012.
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