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“How is my work-life balance?”

“Did | get enough exercise?”

How to make sensor data more accessible and useful to people?
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Natural Language Interaction with Sensors see
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State of the Art
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P J Describe the motion.

@ J [Camera wearer] looks around.

AnyMAL [arXiV’'23],

OnelLLM [CVPR’24]

Limited sensor time

range

Sensor data recordings: Temp: 37°C, HR: 85 bpm,
1 Resp. rate: 16 bpm. No fever (>38°C), high pulse
I (>100 bpm), or rapid breathing (>22 bpm).
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I've been coughing for two days and have yellow

phlegm in my throat.

Based on the information provided and the
absence of concern for a specific pathogen that
would change management, a clinical diagnosis of

acute bronchitis can be made.

®

Health-LLM [PMLR’24],
DrHouse [IMWUT 24]

Low-frequency
sensor data



State of the Art see
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DeepSQA [loTDI'21] AnyMAL [arXiV’'23], Health-LLM [PMLR’24],
OnelLM [CVPR’24] DrHouse [IMWUT’24]

No existing QA benchmark has included practical, diverse QA

and long-duration sensor data!
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Our Contribution: SensorQA Dataset [SenSys’25] see

e Introducing SensorQA, a human-created QA dataset for long-duration multimodal

sensors, aimed at real-world scenarios

Goals SensorQA Design
o Sensor data from ExtraSensory [IMWUT’17]
[
([@p <« Naturally collected sensor o IMUs on phone & watch, audio (MFCC),
- data with long time span GPS, compass, phone status, etc
o 60 users, 51 activity labels, 2-10 days
. . Diverse questions and o Crowdsourcing Q&A pairs using Amazon

: 1
answers that align with Mechanical Turk

human interests o Multi-time scale activity graph

» 14 label subsets on different life aspects
RVSEEA Enegy BEfiliEh AP IR 25
! bebtadAresdvediturk.com/
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Our Contribution: SensorQA Dataset (Cont.) see
o Collected 5,648 Q&A pair generated by the AMT human workers
Il Sleeping Eating I Toilet - Grooming I Bathing - shower B
2015-11-25-Wed - = I n pUt tO
i 333333333313 5 i Esiiii: | workers
8888888888Blfoursﬁadaﬂyiﬂﬁzﬁﬂﬁmﬁm_O
@ ~ What did | do right after waking up on Wednesday? utput
a from
2 You showered and toileted right after waking up on Wed. workers

o 3K questions for a single day and 2.6K questions for longer durations up to weeks

o Correctly answering the questions may require multi-step multimodal reasoning

and quantitative analysis
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SensorQA Profile see

e SensorQA has 6 question categories and 7 answer categories, focusing on diverse
life aspects from activities, locations, to work-life balance

Question Example Questions # of Answer Example Shortened # of
Categories Questions Categories Answers Answers

Time Compare Did I spend more time sitting or standing? 1,432 Action Doing computer work 1,357

Day Query On which day did I spend the most time at 1,277 Day/Days  Last Friday 1,242

home? Existence Yes/No 1,047

Time Query = How long was I in class and at school? 1,119 Time Length 40 Minutes 1,018
Counting How often did I groom? 725 Location At school 792
Existence Did I have a meeting on Wednesday? 668 Count Three times 401
Action Query  What did I do after I left home on Tuesday? 428 Timestamp  Around 11:00 am 310

(a) Question categories. (b) Answer categories.

Table 3: Q&A categories in the SensorQA dataset [3]. The short answers are presented for simplicity.
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Experimental Setup see

o Hardware Platform: NVIDIA Jetson TX2
o SOTA Baselines:
o Pretrained methods: GPT-3.5-Turbo, GPT-4, GPT-4-Turbo, GPT-40
» Trained or Finetuned methods using LoRA [ICLR"22]
» Language-only methods: T5 [JMLR’21], LLaMA [arXiv’'23]
« Vision-based methods: LLaMA-Adapter [ICLR’24], Llava-1.5 [arXiv'23]

» Multimodal methods: DeepSQA [l1oTDI’21], IMU2CLIP+GPT-4 [EMNLP’23],
OnelLLM [CVPR’24]

o Metrics
o Full answer quality: Rouge scores
o Answer accuracy: exact match scores on key answer phrases

» Efficiency: memory requirement, generating latency per answer
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Key Results on SensorQA see
o Answer accuracy: matching key phrases in the generated vs. true answers
Modality Method Backbone Answer Accuracy

Text LoRA finetuning LLaMA2-7B 0.27
Image+Text GPT40 - 0.20
Sensor+Text IMU2CLIP + GPT-4 GPT-4 0.13

[EMINLP’23]

Sensor+Text DeepSQA [loTDI’'21] CNN+LSTM 0.27
Sensor+Text OnelLLM [CVPR’24] LLaMA2-7B 0.05

Lesson 1: Ineffective multimodal fusion leads to poor answer accuracy
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Key Results on SensorQA (Cont.) see

o Profile the accuracy per question and answer category
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Lesson 2: SOTA methods struggle with accurate quantitative answers
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Efficiency Results on Jetson TX2 see
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o All LLM-based models are quantized to 4-bit weights using AWQ [MLSys’24]

o LLM-based methods require large memory and have impractical generation
latencies of over 57 seconds, highlighting the needs for future improvements
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Conclusion see

o Natural language interaction is key to make sensor data more accessible and useful to
human users

o Prior benchmarks are limited Q&A types, sensor time range or data complexity

e We introduce SensorQA, the first human-created dataset and benchmark for QA
interactions between humans and longOterm time-series sensor data

o We benchmark state-of-the-art baselines on SensorQA using typical edge devices,
highlighting the challenges in QA accuracy and efficiency

o Dataset and code are available at: https://github.com/benjamin-reichman/SensorQA
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